Eventually Increasing

An ARS (A, —) is eventually increasing (El) if there’s a map m:A — N such that, if a — b then
m(a) < m(b), and the m-image of any infinite rewrite sequence is eventually increasing. The last
part is formalised as : SN(— N =,,), where =, denotes m-equality. See [Klo92] for not(at)ions.

Lemma'! ElI&WCR&WN = SN (&CR)

Proof Suppose there’s a sequence o:ay — by € NF which is unsafe, i.e. aj also allows an infinite
sequence afy = a; — .... Due to well-foundedness of < Xjex (— N =,,)", we may require that o is
minimal when measured as (m(bo) —m(a()) Xexa(. Remark that o:af, — by = bo for some bj,. Since
by, — by is smaller than o, it’s safe, hence SN(b;). Due to WCR(ap) a1 and b, have a common
reduct by, which rewrites to by by Newman’s Lemma applied to bj. Since a; — bp is smaller
than o, it’s safe, hence SN(a;). O; Instead of using the complex well-founded order, one?can
reason that an unsafe sequence ag — by must contain a critical step, i.e. a step aj — bj such
that not SN(ag), but SN(b). Using WCR repeatedly (see picture), we find an infinite sequence

ap —» ai —» ..., such that m(a;) < m(bg). So the sequence cannot be eventually increasing. 0o
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The lemma is a slight variation on [K1o80, Corollary I.5.19], which instead of El requires increasing-
ness (INC), i.e. if @ — b then m(a) < m(b). To apply it to some rewrite system one first shows that
erasing steps can be transformed away or postponed (possibly introducing bookkeeping steps), re-
flecting SN. Then, by constructing a map m which is INC on non-erasing steps and non-decreasing
and SN on bookkeeping steps, one reduces SN to (the hopefully simpler) WN. (1) For CRS terms
with memory WN = SN, with —gnisy as bookkeeping rule [K1o80, Section II.4]. (2) SN(A™) is
obtained via the non-erasing rule §r and the bookkeeping rule Bs [Gro93]. (3) SN(PN) via the
bookkeeping rules box — box and contraction — box and the non-weakening rules as non-erasing
rules [Raa96, Section 3.3]. The lemma can also be used to show that (head) needed reduction is
a (head) hyper-normalising strategy and to show the finiteness of developments theorem.
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Tndependently observed by Femke van Raamsdonk. 2This proof due to Marc Bezem.



